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Race conditions: A common concurrency problem

[1 February 2004, Japan:
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Two clients print their tax sheet at same time, see same tax sh

eet.
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Why Is concurrency difficult?

1.Send data to server.
2.Read response.
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Operations of both clients can occur in any possible order!
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Why Is concurrency difficult (2) ?

Operations of both clients can be interleaved!
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What can model checking do?
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[ MC can backtrack program execution.
[1 Explores all possible thread schedules!

[1 Finds all possible program failures.

Key limitation: Scalability.

Another limitation: Networking!



Networked programs
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[J Multiple separate processes.

[ Most software model checkers can only handle a single process!
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Network communication

Model Checker <Net1vvork>

Application

Peer

Model checker repeats I/O operations during state space exploration!

[1 Output of local application is sent several times.
(] Input is expected several times.

[ Communication with external applications won’t quite work this way. . .

Cyrille Artho, RCIS/AIST, 05/16/2008



New approach: MC-aware 1/O caching
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[ Each I/O operation is captured by (MC-aware) cache layer.
[J Duplicate send operations: ,ignored” (not relayed to server).
[1 Duplicate read operations: previous output from server is replayed.

[1 Implemented on top of Java PathFinder model checker (from NASA).

Cyrille Artho, RCIS/AIST, 05/16/2008



Conclusion

Cache input/output

H——

Use model checking!
Concurrency is difficult g E /

My e-mail: c. art ho@l st. go. | p
JPF:. http://]avapat hfi nder. sour cef orge. net/

/O cache will be released as extension to JPF model checker.
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